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Abstract

We provide an examination of the mechanisms of Twitters social discourse on the 2015 Irish

marriage referendum using sentiment and network analysis. Using a data set of 408,201 unique

tweets this study aimed to use sentiment as an agent for homophily and to unearth political

affiliation. Homophily being the tendency of members to interact at a disproportionate rate with

similiar individuals. A reciprocated network, where every link in the network has at least one

corresponding inversely directed link, was created and found to be much more useful for analysis

of dialogue because of it’s density of active users and reduction in the large inward focused hubs.

We calculated sentiment scores for each tweet using a lexicographical approach to quantify

emotion in text, giving a slightly positive overall sentiment centered at 1.03. Aggregation of

user in and out sentiments provided us with quantitative measures of overall user emotion.

Monte-Carlo simulations use single variable randomisations within a fixed topology to create

a null model of random sentiments to compare our results to, which allowed us to test the

significance of the empirical observations. The observations chosen are the Pearson correlation

between users in and out sentiment and the fraction of both ends of a link having positive nodes

in the network. Both results lie outside our confidence interval showing there is a strong positive

correlation in user sentiment and the fraction of positive ends indicates homophily. Community

detection was implemented on the network to get a deeper understanding into the topological

structure of the network. Further grouping of these communities using k-means clustering

gives a singular partition into two clusters based on the communities respective aggregated

sentiment. Two testing methods were used to quantify the relationship between the clustering

and user affiliation. The first method was keyword density, finding a definite variation in relative

keyword density between clusters allowing us to classify each cluster as yes or no. To evaluate

the accuracy of our classification a random sample is taken of 358 voters who have been manually

assigned their true voting preference, to see if our model matches the ground truth, giving an

89% balanced accuracy. A re-scaling of the variables with their respective community size is

implemented. This re-scaling increased polarisation in keyword density scores and balanced

accuracy to 95%. If the communities contained ideologically heterogeneous users this type of

ground truth testing wouldn’t be accurate. This homogeneity shows political homophily inside

communities and the formation of strong echo chambers of ideologically similar individuals.
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Chapter 1

Introduction

Ireland held a referendum in the summer of 2015 to legalize same-sex marriage. The vote passed

with a 62% majority [1],an exceptional point in Irish history, contrasting Ireland’s once culturally

conservative nature, given the legal enforcement of forbidding homosexual acts until 1993 [2,3].

The pragmatic and polarising nature of the vote saw it have the highest total turnout of any

Irish referendum [4]. The electorate’s eagerness could be seen on social media, with Twitter

being a hub for this activity [5].

Twitter is a micro blogging service where users can upload messages known as tweets of up

to 280 characters [6]. Users of Twitter can subscribe to see each others tweets (follow), these

users may also interact with each other through tagging other user’s profiles in their tweets.

Many of these relationships can be asymmetric, creating a parasocial relationship where one

member is following and is interacting with another without any reciprocation [7, 8].

Twitter has become a favoured setting for the propagation of knowledge and beliefs, and facilita-

tion of public discourse on many issues [9–16]. Network science attempts to gain understanding

of complex systems, like those found in Twitter dialogue. Researchers analyse these discussions

to acquire more understanding of the phenomena which control these social interactions [17].

We see these complex systems in everyday life and the set of Twitter users can be thought of

as one, with over 500 million users [18]. Network Science uses mathematical tools to attempt to

gain an understanding of the interactions within the system [19].

Sentiment Analysis is contextual mining of conversations [20]. In the case of Twitter data it can

be used to understand the social sentiment of a certain event or product [21–23]. It has been

used to predict film box office performances [24], stock market fluctuations [25–27] and election

results [28–30]. Some of these study’s results have been met with considerable skepticism due
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to a lack of rigour and accepted repeatable processes [31]. Regardless the use of Twitter data to

attain an understanding of the mechanisms of social interaction is an encouraging field of study.

Homophily is the proclivity for similar people to be connected to each other at a higher rate than

dissimilar people. This tendency follows the proverb “birds of a feather flock together” [32]. It

is one of the most robust empirical recurrences in community behaviour, a focal point of studies

from 1954 to the present [33].

Community detection on a network can reveal the fundamental functions by which our net-

work operates [34, 35]. Communities are areas of high link density within graphs [36], which

have been evident to researchers in social networks for decades [37–39]. After gaining an under-

standing of community structure clustering algorithms can be a method of finding homophily

in communities. Clustering algorithms group points such that some clustering criteria is min-

imised [40]. A partition can then be used to test our hypothesis against the ground truth.

Using a data set of every tweet containing the hashtags “#marref” and “#marriageref” this

report attempts to analyse the interactions between users in the lead up to same-sex marriage

referendum. The analysis will attempt to use a combination of network science tools and senti-

ment analysis to answer the following:

• Does the sentiment of a user cluster over network homophily?

• Can you use social structure and sentiment to find yes/no voters and sentiment?

In answering these questions, I define the mathematical methods to be used in the analysis

(§2). I filter the data set and use the defined mathematical tools to gain an understanding

of the interactions between end users (§3). I calculated sentiment scores for each tweet in the

data set and integrated it into the network of users (§4). I performed Monte-Carlo simulations

and compared the random networks created to the network of interest (§5). I implemented

community detection and k-means clustering to the network (§6). For the original clusters and

a scaled cluster I used keyword densities to assign my clusters affiliation and tested this affiliation

using manually assigned random sampling (§7).

5



Chapter 2

Mathematical Tools

In this section I introduce some of the fundamental tools and mathematical concepts that I

studied as part of network science, that will aid analysis of my network in later chapters when

building and analysing networks.

2.1 Adjacency Matrix

An Adjacency Matrix provides a complete list of the links present in a network. It is a very

common representation of a network [41] as it provides a complete picture of the connectivity

patterns. It provides an easily readable and mathematically useful representation of these links

for directed and undirected networks. For a directed network like the one we will be using in

our analysis, with N nodes, the adjacency matrix A has N rows and N columns. If there is a link

pointing from node i to node j, Aij = 1. If there is no link pointing from i and j Aij = 0. For

an undirected network the adjacency matrix (A) is a symmetric matrix. If there is a link from

node i to j then there is a link from j to i. Aij = Aji as long as i 6= j [36]. As an example of

a network and adjacency network I will show Zachary’s karate club, a famous complex network

which will be discussed later in this project,
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(a) (b)

Figure 2.1: (a) Zachary karate club network [42] and (b) corresponding sparse adjacency
matrix, each dot = 1, empty space = 0 .

As we can see a complex network is a collection of nodes, with links carrying information

between these nodes. The adjacency matrix can carry this information in an easily understood

and computationally useful matrix. In many cases this representation of a network is sparse and

can allow one to calculate the degree of nodes, and the total number of links in a network, along

with many other fundamental quantities, which we will discuss later.

2.2 Clustering Coefficient

2.2.1 Local Clustering Coefficient

The local clustering coefficient (Ci) is a measure of the link density within the neighbourhood

of the node in question, giving an indication for focal nodes in a network. Which can be easily

visualized by the common phrase ’my friends, friend is also a friend of mine.’ The degree (ki) is

a measure of the number of links connected to the node i, calculation of the degree (ki) to which

neighbours of a node link to each other and Li is the number of links connecting the neighbours

of i. The equation for the local clustering coefficient is [43]

Ci =
2Li

ki(ki − 1)
. (2.1)

This gives 0 < Ci < 1, as the measure of the network’s local link density around the node i.

• Ci = 0 if none of the neighbours of node i link to each other, 2 neighbours of the given

node cannot be linked.

• Ci = 1 if all of the neighbours of node i link to each other, a complete graph. There is a

100% chance that 2 neighbours of a node are linked.

• Ci 6= 0, Ci 6= 1 gives the probability of 2 neighbours of a node being linked to each other.

(i.e., if Ci = 0.25 there is a 25% chance that 2 neighbouring nodes of node i are linked)
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2.2.2 Global Clustering Coefficient

The global clustering coefficient (C∆), which has been referred to as transitivity in some publi-

cations [44–46] is a measure of the number of closed triangles of nodes in a network compared

to the number of connected triples of nodes. This is very important in our case. Social networks

(a) (b)

Figure 2.2: (a) Closed Triangle, (b) Connected triple

usually produce a very high degree of clustering, as many of their neighbourhoods form com-

munities with dense internal connections [47]. The equation for the global clustering coefficient

is [36]

C∆ =
3×Number of Triangles

Number of Connected Triples
, (2.2)

giving C∆ to be a number between 0 and 1, the closer to 1 it is the higher the amount of strongly

linked triads there are in the network. The global and local clustering coefficients were designed

for different tasks, the global trying to understand overall clustering in a network using triangles

and the local giving a measure of the embeddedness of a node. The beginnings of the use of the

global clustering coefficient can be found in the 1940’s [37,48] and it has been an invaluable tool

for network scientists ever since.

2.3 Shortest Path length

A path between two nodes is the links that are travelled going from the starting node to the

target node. In real social networks these links are often short, with Milgram famously showing

in 1967 that every two people in the United States are connected by around six intermediary

acquaintances [49]. This is known as the “six degrees of separation” phenomena [50]. Conse-

quential studies on online social networks have shown this average to be even smaller [51] in

our increasingly interconnected world. The shortest path between two nodes (i and j) is the

path with the fewest number of links possible within the network. It is denoted by dij or d.
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It is possible to have multiple shortest paths between two nodes in the same network and the

shortest path never contains cycles.

• For undirected networks, dij = dji is equivalent.

• For directed networks, like twitter mention networks, often dij 6= dji and if a path exists

from node i to node j it does not guarantee the existence of a path from j to i [36].

The average shortest path length is the mean of shortest path length for every possible pair

of nodes in the network. It is a metric of the efficiency of information movement within a

network [52] and was used to find Milgram’s six degrees of separation. it is defined as [52]

ASPL =

n∑
i,j

dij

n∑
i,j

pathij

, (2.3)

where

dij = the shortest path length between nodes i and j, (2.4)

and

pathij =

0, if there is no path from i to j or i = j,

1, if there is a path from ito j.
(2.5)

2.4 Assortativtiy

Assortativity is the correlation coefficient of degree between pairs of adjacent nodes, introduced

by Newman in 2002 [53]. A measure of the rate with which nodes of different connectivity

patterns connect to each other.

• The formula for Assortativity is [36]

r =
∑
jk

jk(ejk − qjqk)

σ2
(2.6)

where

σ =
∑
k

k2qk −

[∑
k

kqk

]2

. (2.7)

• Assortativity (r) is the Pearson Correlation coefficient calculated for the degrees present

at each end of an edge and r ranges from -1 to 1.
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• r > 0 means this network has a tendency for nodes of similar degrees to be adjacent to

each other. If this is the case the graph is assortative.

• r ≈ 0 means this networks tendency for nodes of similar degrees to be adjacent is close to

random. This is known as non-assortative.

• r < 0 means this network has a tendency for nodes of similar degree to not be connected

to each other. This is known as dissortative.

Figure 2.3: Assortivity vs Dissortavity, figure taken from [54].

As can be seen in figure 2.3 assortativity creates dense areas of nodes which have a tendency to

attach to nodes of similar degree, closed triads are also visible in the graph which is indicative of a

high global clustering coefficient. Whereas in the dissortative graph, wheel and spoke formation

can be seen due to the hubs (nodes of a relatively high degree) being connected to nodes of a low

degree, no closed triad formation can be seen and the path lengths are visibly longer. Assortative

mixing (i.e. , An assortative graph) is thought of as one of the essential characteristics of a real

social network [55], whereas biological networks tend to be dissortative [53].

These important mathematical tools will help in exploratory analysis of the Irish Marriage

Referendum data set in the next chapter.
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Chapter 3

The Irish Marriage Referendum

Data

In this chapter I will begin exploratory analysis on on the data set of tweets to gain an under-

standing of this social discourse.

3.1 The Data Set

To begin the project, I was given the data set for this project by my supervisor. This is a

collection of all of the tweets made with the hashtags “#marref” and “#marriageref” collected

from the 1st of January 2015 to the 24th of October 2015, encompassing the referendum which

took place on the 22nd of May 2015. In this data set the majority of the tweets were made in

the weeks prior to the referendum.

(a) (b)

Figure 3.1: (a) Tweets per day , (b) Tweets per day 2 weeks before referendum
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Figure 3.1(a) shows the spike in tweets around on the date of the referendum, with over 80,000

tweets coming in one day and a steady increase in tweet volume in the days before the refer-

endum. When dealing with this data later we will create a directed network of nodes (users)

connected by links (tweets). This project is interested in understanding dialogue between users

leading up to the day of the referendum, so we reduce the scope of the analysis to the 8th of

May to the 22rd of May, the day after the referendum has the highest tweet frequency with over

200,000 but many of these are post commentary and are therefore not included in this analysis.

Figure 3.1(b) shows the steady increase in interactions in the build up to the referendum, coming

to a crescendo on the day after the referendum.

Each row of the data in figure 3.2 represents a tweet, with each row holding a piece of in-

formation on this tweet. The first-row “created_at” was used to create figure 3.1 as it holds

the time and date each tweet was made. The second-row “text” holds the body of the tweet

which we will use for sentiment analysis later in the project. The other rows (“screen_name”,

“mentions”, “hashtags” and “type”) hold the name of the users who made the tweet, the

mentions in that tweet, the hashtags and the type of tweet it is (i.e. an original tweet or a

retweet). There are 480,201 tweets with 142,672 unique tweeters, 135,370 (28.2%) of these are

original tweets with 344,831 (71.8%) of them being retweets. A data set of this size requires

the aforementioned mathematical tools to get an understanding of the network characteristics,

unlike smaller data sets, which may allow for an initial gain of understanding via inspection.

Figure 3.2: Snapshot of the data set used.

3.1.1 Reciprocated Network

In most real world social networks there is a high denisty of strong internal connections due to

the high level of clustering and community behaviour [47], which creates a high level of reci-

procity. In online social networks like Twitter this is not always the case. Twitter communities
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with interpersonal interests have a more reciprocated network than those of a community with

political interests [56]. This denser political network creates a paradigm of reliance on single

members of the group. This alters the network topology creating parasocial interactions with

hubs that may not reciprocate the interaction. The creation of a solely reciprocated data set

may help rectify this reliance on hubs and allow us to get a greater understanding of the actual

public discourse on the referendum.

To create the reciprocated data set, we make a subset of the 2 weeks prior to referendum

data set with the following conditions on arbitrary users A, B in the data set,∀ tweets from user A ∃ a user B mentioned in the tweet,

∀ tweets from A→ B ∃ a tweet from A→ B, unless A = B.

Every retweet in the data mentions the original user so there is the possibility for these to remain

in the data set if there is a corresponding reply from the original tweeter. This further filtered

data set will also be used for data analysis in the next section.

3.2 Exploratory Data Analysis

We use Data and Network Analysis tools to try and understand the explanatory mechanisms

prevalent and produce hypotheses on how network users are connected to each other [57]. Before

undertaking this analysis we must create igraph objects in R of the 2 filtered data sets, this is

done using the graph.data.frame function.

3.2.1 Clustering

The global clustering coefficient (C∆) can also be referred to as transitivity and it is found using

the transitivity() function. C∆ is 0.015 for the non-reciprocated network and 0.54 for the

reciprocated network. These values are surprisingly small for a social network, indicating that

closed triads are very uncommon.

C∆(reciprocated)

C∆(original)
= 3.6

The filtering of the network’s non-reciprocated nodes increases the global clustering coefficient.

This increase in loop density increases the prevalence of link density and triad closure. Even with

this increase in C∆ the reciprocated network still shows the low clustering coefficient indicative

of hub and spoke formation seen with politically charged Twitter social networks [47].
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The local clustering coefficient of each node reveals a obvious sparsity in the original network

which is drastically decreased in the reciprocated network. The local clustering calculation

(a) Original Graph (b) Reciprocated Graph

Figure 3.3: Local clustering coefficient for each node.

shows the presence of complete triangles in the graph, indicating a high level of embeddedness

for certain nodes. Clusters are present in the original graph, but these complete subgraphs are

much more prevalent in the reciprocated network.

3.2.2 Path length

The diameter is a measure of the longest of the shortest paths between any 2 vertices in a

network. For the original and reciprocated networks the diameter is 14. This is relatively small

for data sets of this size with low clustering coefficients. The average shortest path length is

4.62 for the original network and 4.60 for the reciprocated network. Higher than expected in

our increasingly connected online world where Milgram’s ’6 degrees of separation’ is becoming

too high. As Tarr et al. [58] found this to be much lower at 3.57 in their analysis of the 1.59

billion people on Facebook [58], whereas older studies found this number to be 3.74 [51,59] and

some even found it to be as low as 2.97 [60]. These small diameters and relatively large average

shortest path length indicate the presence of dominant hubs, connecting many different users

and acting as facilitators of discourse in both networks [57].

The low clustering coefficients deviate from the usual characteristics of real social networks,

but have been found in other studies of Twitter data [61]. These may be correlated with the

directed nature of a Twitter network, but the shortest path lengths aren’t significantly larger

than those found in recent studies.

3.2.3 Assortativity

The assortativity for the original network is 0.018 and is 0.082 for the reciprocated network.

This shows that both networks show little proclivity for nodes of similar degrees to be adjacent

to each other, another exemplar of the lack of the innate characteristics of a social network.

It tells us that both networks are neutral, the number of links between the hubs corresponds
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with what we would expect by chance [36]. The micro-blogging site differs by it’s directed

nature from Milgram’s famous ’six degree’s of separation’ experiment [49], links on Twitter

don’t require mutual agreement. The characteristics discovered do not follow the ’small world’

topology outlined by Watts and Strogatz [43]. The small world topology is depicted as a highly

clustered network with small path lengths very similar to Milgram’s definition of six degrees

of sepration [43, 49]. We are beginning to understand that our found characteristics must be

thought of separately from our conventional social network structures. The reciprocated network

shows a large improvement on the original networks low assortativity and it has better emulated

the conventional structure so far.
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3.2.4 Degree Distributions

The degree distribution is a measure of the probability for any node to have a certain degree.

(a) Original Network Degree Distribution (b) Reciprocated Network Degree Distribution

Figure 3.4: In and out degree distributions

Both of these degree distributions follow the shape found in the Pak et al. sentiment analysis

of Twitter data [62]. The visible inverse relationship between rank and frequency follows Zipf’s

law, which in this case is between probability and degree.

Probability ∝ 1

Degree

As can be seen in Figure 3.4, the probabilities and degrees are negatively correlated in both

plots. These plots are vertically and horizontally scaled by log10 to allow them to be more

easily understood, this logarithmic scale decreases the distance from the smallest values to the

biggest. For these plots it creates an approximate linear decrease in probability, meaning these

variables follow the power rule as most social network do with an exponent between 2 and 3 [61].

The power law describes a situation where if a node has more links it is more likely to get new

links, in creating a network we can think of this as the rich get richer phenomena [63]. This

mathematically creates a system where the ratio of nodes with n connections is proportional to

n−k, k = 3 in Barabási’s book Linked [64], but k is only exact as the number of nodes tends to

infinity. We also see increased heteroscedacity as the degree becomes very large.

In figure 3.4(a) the out-degree has a stronger negative relationship between the probability

and the degree of the node, where as the reciprocated network follows nearly the exact same

slope for both in and out, which is due to the removal of many of the low degree in-active nodes

in the original network which skewed the data. The very large outliers in the in-degreee of the

original network also emphasize this skew.

Both graphs have quite similar shapes and the original network has a very high amount of
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nodes with in-degree of 1, having 76%, and the reciprocated network having no nodes with an

in-degree of 1. This shows the majority of the networks nodes only receiving one tweet which

gives more of a sense of why network efficiency is so low in the original network. With 91.1% of

nodes having in-degree less than 5 and 85.7% having an out degree less than 5 in the original

network. The reciprocated network provides more active and socially connected nodes with a

lower number of nodes with very low degree. Many of these low degree nodes provide noise to

the actual political discourse.

One can also see that many of the large outliers in the degree distribution are in the in-degree

category. The maximum in-degree of a node in the original graph is 16,243 whereas the max-

imum out-degree is only 2,329, with many other in-degree nodes much larger than the largest

out-degree. This nearly 7 fold difference is due to these hubs of inward tweets that facilitate

conversation on the issue from the public [57]. In the reciprocated network, the max in-degree

is 1,284 and the the max out-degree is 692, which is a large reduction in hub activity from the

original network.

Figure 3.5: Total (sum of in and out) degree distribution of original network vs reciprocated
network

As we can see in figure 3.5 the original has a high percentage of very low degree nodes (2) whereas

the reciprocated network doesn’t have any low degree nodes because many of the inactive nodes

were removed in the reciprocity testing process. After these first values, the reciprocated net-

work has higher percentages of medium to high degree nodes, so these active and well connected

nodes are more prominent. The reciprocated distribution can be seen to tail off earlier than the

original data set due to its smaller data set size and the reduction in maximum values (outliers).

The distribution shape, however, is very similar for both networks.

The mode of both networks is a degree of 2, but for a one tailed distribution this does not
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tell us much, the mean of the networks is a degree of 8.8 and 14.6 for the reciprocated network.

The higher mean for the reciprocated network exemplifies the less negative slope of its degree

distribution and shows the removal of many low degree nodes that occurred. The standard

deviations for these graphs are 25.8 and 26.13 for the reciprocated network. The slight increase

in standard deviation is due to the removal of a large number of low degree nodes but is kept

at bay by the reduction in outlier size. This increase is minimal and the reciprocated network

will show us more active nodes without the massive pull of outliers skewing the results which is

promising.

With all of this analytical understanding of both networks from the summary statistics and

graphs, it can be seen that the reciprocated network will be more efficient for understanding

the mechanisms of this discourse with less noise from in-active users, so we will continue the

analysis with this network.

3.3 Summary Statistics

Summary Statistics

Original Network Reciprocated Network

Number of users 62,622 3,546
Number of tweets 480,201 28,056
Global Clustering Coefficient 0.015 0.054
Diameter 14 14
Average Shortest Path Length 4.62 4.6
Assortativity 0.018 0.08
Mean of Degree Distribution 8.8 14.6
Standard Deviation 25.8 26.13

Table 3.1: Table of summary statistics for original and reciprocated network

In the next section I will begin sentiment analysis on the reciprocated network.
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Chapter 4

Sentiment Analysis

In this section we will work towards weighting the links of the reciprocated network by the

sentiment of each tweet that link represents. This will allow us to analyse a weighted network,

to see if sentiment (how positive or negative the words a person uses) clusters over the network.

4.1 Afinn Method

Method Selection

When approaching sentiment analysis the first thing one must do is decide what method to use

to quantify the positive or negative feeling in the text. There are many methods to perform senti-

ment analysis, including supervised-machine learning and lexical based methods. SentiStrength

is an example of a machine-learning based method, which uses classifiers which have been pro-

posed in literature to identify sentiment gradients in data [65–67]. Gonçalves’ comparative

analysis of Sentiment algorithms showed a very strong correlation between SentiStrength’s re-

sults and the ground truth of twitter discourse [68]. Although, I chose a method which defines

a sentiment value who’s magnitude signifies how positive or negative the language conveyed in

the text is [69] using a lexicographical methodology, which has been shown to be one of the

best methods to execute Twitter sentiment analysis, on par with SentiStrength [70]. The lexi-

cographical approach can also be much more easily discernible to the human eye and they do

not need a large training data set to learn from [71].

For this, I used the afinn method in R, developed and manually labelled by Finn Årup Nielsen

[72]. It is a lexicon of 2,477 words each with an associated score, each accompanying score

relevant to a word is added when they are present in the tweet, making an overall sentiment

score for each tweet. This emotional valence is evaluated using an integer from negative three to
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positive three for each word inside the dictionary [73]. Scores allow us to discern the emotional

intent of the sentence in question [74] which can be used to analyse interpersonal relationships

between users that meets the reader’s expectations [75]. They allow us to gain an understanding

of overall sentiment in sentences in most cases, although it can not exhibit many of the nuances

of positive and negative emotion like disgust or serenity or sarcasm. The limitations of sentiment

analysis requires us to be very careful and general when interpreting these results.

The afinn method has been used to develop a character to character sentiment analysis in a

selection of Shakespeare’s plays where it demonstrated that thorough emotion dynamics can be

extrapolated [75]. I think the afinn method will be even more useful on the corpus I am using

as it is designed for a modern dialect. It has also been used to understand positive or negative

polarisation in Indian social media using direct translation of the data to English and then ap-

propriate normalization [76]. The afinn method has been used to analyse disparities in journal

articles and mainstream media reporting on chronic traumatic encephalopathy (CTE), in order

to unearth any reporting bias on the issue [73]. Lastly it has been used to develop multi-level

models to identify the main aspects by which customers rate a restaurant [77]. Afinn’s extensive

use in scholarly research gives plenty of evidence for its versatility and practicality to aid my

attempt to perform a robust sentiment analysis.

Figure 4.1: Example of afinn’s sentiment lexicon

Extracting sentiment is very difficult, afinn’s lexicon is one of the most simplistic ways of ap-

proaching the task of quantifying emotive language but has been seen to be very effective and

isn’t as computationally expensive as more complex approaches. It also allows us to understand
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the reason each tweet receives their designated score without any ambiguity. Given that senti-

ment is a notoriously hard signal to extract from data, we will aggregate multiple tweets in §4.4

to get an idea of a users average tweet behavior. In the next section I will prepare my data for

sentiment analysis.

4.2 Data Cleaning

With very large data sets running the sentiment algorithm can take some time computationally

due to the fact that the program must run through the corpus of tweets and it must check every

word to see if it is in the lexicon. Removal of these non-discriminant words in the data set known

as data cleaning can approve the algorithms efficiency . The ever growing scale of these data

sets has increased the need for correct and efficient data cleaning, which has caused it to become

a subject of great relevance in the academic community [78–80]. Although it is costly in terms

of the analysts time keeping and effort [81] it allows for less time spent waiting for computation

completion and is repeatable. This cleaning involves removing special characters, punctuation,

numbers and ’stop words’. Stop words include abbreviations and words in an irregular form [82],

in this case they are removed using a preset list of words, with some examples highlighted in

Figure 4.2.

Figure 4.2: Example of ’stop words’ used.

The removal of stop words is important in Twitter data because of the substantial volume of

abbreviations and colloquialisms that are used and cannot be deciphered by the sentiment algo-

rithm causes data sparsity which is computationally ineffective. There has been some criticism

of this method of blanket and preset ’stop word’ removal as it reduces the feature space and

these words may hold emotional context in some cases [82]. This does not apply to our situation

as these issues are only apparent in more complex sentiment analysis mechanisms, like ma-

chine learning methods that take into account more complex sentence structure (like bi-grams).

Therefore, these non-discriminant words cannot possibly effect the afinn method, showing the

imprecise nature of these methods, but aggregated over large data sets these discrepancies be-

come less apparent and allow an overall view of emotion. With our methods limitations in mind

we can now proceed to implementation.
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4.3 Sentiment Calculation

After prepping the data we can begin sentiment calculation using the get_sentiment() function

in the syuzhet package. The computed sentiment distribution is found to have a range from

-11 to 14. The range of these values is positively weighted and the average sentiment of this

network is 1.03 with a standard deviation of 1.87, which shows that the tweets of the reciprocated

network have a tendency to be positive.

Figure 4.3: Sentiment Distribution for all Tweets,
red line = median @ 0,
blue line = mean @ 1.03.

The calculated mean and median can be seen in figure 4.3, red being the median of 0 and blue

being the mean. We see more evidence that the graph is positively skewed as the mean is greater

than the median with the peak at 0, just under half of the tweets having a sentiment score of

0 (45%). This positive skew centered at 0 has been seen in other sentiment analyses of Twitter

data [83, 84] and even in general natural language analysis [85]. These studies saw a slightly

less positively skewed distribution, but this may have to do with the polarizing nature of the

marriage referendum and the prevalence of young and liberal social media users [86] providing

the more positive discourse.
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Tweet text examples Score

(a) how about you stop being a liar stop being a dishonest person you grow
up and get a bloody life vote yes

-9

(b) well tough you are well able to be rude and obnoxious -3

(c) turnout in ashbourne 65 at 9 35pm 0

(d) absolutel trojan work done by you today to spread the word and good will
thank you

5

(e) aisling lovely to meet you and great to hear your support for yesequality2015
good luck with show today

14

Table 4.1: Table of example tweets and their acccompanying sentiment scores
Red words = Negative words, Green words = Positive words.

The table above shows some examples of tweets and their associated sentiment score, these

examples range from the most negative to positive tweets. This gives us a feel for how the

afinn method works and how these scores relate to emotional intention. These tweets may

be difficult to read due to their lack of punctuation but this is done in the previous section

during data cleaning to assist the sentiment analysis. In table 4.1(a) we can see a very negative

tweet with a score of −9, from visual examination without context we can see that it uses

strong unhappy language. The afinn method can also discern this by characterisation of “stop”,

“liar”, “dishonest”, “bloody” and “yes” and initializing each with a sentiment score.

Sentiment score = −9



−1 , “stop”× 2

−3 , “liar”

−2 , “dishonest”

−3 ,“bloody”

+1 ,“yes”

The many disagreeable adjectives add together to give the most negative sentiment score in

the corpus and they far outweigh the positive score “yes” provides. The entry in 4.1(b) is very

similar to 4.1(a) in its unambiguously malevolent portrayal but it provides less adjectives for the

afinn method to discern. The only word in the text present in the afinn lexicon is “obnoxious”

with an associated score of -3. In 4.1(b) we see another limitation of the afinn lexicon, it’s

incompleteness, it does not contain all of the emotional words in the dictionary. “rude” is a

word we would perceive as negative but the procedure has initialised it to be neutral, because it

has no score saved in its lexicon for this word. This is another possibility for deviation from the

ground truth of emotion in the language. The score relative to 4.1(a) seems fair as it is slightly

less voracious in its complaining.

In the tweet 4.1(c) the afinn method cannot determine any discriminatory words from its lexi-
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con and grants this tweet a score of 0. This seems accurate to the reader as the user seems to

be stating a fact with no emotional intention. Nearly half of all tweets display this emotional

neutrality or at least have equal positive and negative words.

In the tweets 4.1(d) and 4.1(e) we see only positive adjectives, these solely positive tweets

have very different scores though with (d) receiving a score of 5 and (e) receiving 14. The more

complex sentence structure of (d) is not understood as positive by the lexicon. “absolutel(y)

trojan work done by you” can easily be seen as a compliment with positive emotion to a reader

but it does not have any common adjectives which would be in the lexicon and so that section

of the tweet is given an emotionally neutral score. The rest of the tweet is quantified by “good”

(+3) and “thank” (+2) to give the overall score of 5. A more complex analysis method may

be able to recognize these nuances of emotion more accurately. The last sentence (e) reads

nearly like an extensive list of positive descriptors and is understandably rated so highly. The

emotional identifiers “lovely” (+3), “great” (+3), “support” (+2), “good” (+3) and “luck”

(+3) make this the algorithms most positive tweet with a score of 14. As we can see in this

section sentiment analysis may not be a perfect representation for each tweet individually but

aggregated over all interactions this may give a more accurate depiction of user sentiment.
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4.4 User Sentiment Analysis

We begin analysis of user sentiment by graphing the spread of user sentiment,

Figure 4.4: user in and out sentiment scores.

In figure 4.4 of the nodal aggregation of user sentiment, we see a very similar spread for in and

out sentiment scores with a high density between 0 and 50. Large outliers are more prominent in

the in direction as both the maximum and minimum sentiments in the graph relate to an inward

sentiment score. The maximum in-sentiment is 1530 and the minimum is -34 and the maximum

and minimum out sentiments are 673 and -15, these large ranges are heavily skewed towards a

positive sentiment score. The overall positive skew of the network leads to the aggregation of

scores in most cases being positive for in and out sentiment of nodes.

Figure 4.5: Total user sentiment
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Figure 4.5 has a very similar distribution to the in/out user sentiment graph 4.4, which provides

evidence for the presence of a correlation between the aggregated inward sentiment score and

the outward score. The upper bound of this distribution is 2103 and the lower bound is -42.

These scores are both of a higher magnitude than the upper and lower bounds of figure 4.4.

Therefore the minimum total sentiment is a combination of 2 highly negative sentiment scores

and the maximal total user sentiment must be a combination of the highest inward and outward

score. These show more clues that there is a positive relationship between inward and outward

user sentiment.

The mean of the distribution in figure 4.5 is 15.06. This strong positive average can be seen in

the density of nodes around 10. The median is only 4 showing this distribution has a strong

positive skew caused by the very large positive outliers.

This aggregated nodal sentiment will be very useful in the next section (§5) where we use Monte-

Carlo simulations to test the interactions between nodes and gain a better understanding of how

sentiment plays a part in these interactions.
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Chapter 5

Monte-Carlo Simulation for

Sentiment as a Proxy for Homophily

In this chapter we will test for the presence of homophily in the Irish Referendum Twitter dis-

course using Monte-Carlo simulations of sentiment alignment as an intermediary for homophily.

5.1 Monte-Carlo Simulations Background

After calculating the sentiment corresponding to each tweet we must begin analysing the in-

teractions between users more comprehensively using total in and out sentiment for each user.

This analysis hopes to understand the level of homophily in the network which indicates if these

users follow the proverb “birds of a feather flock together” [32]. This well researched, robust

regularity in societal behavior will be tested using Monte-Carlo simulations of the sentiment

scores for this network topology. Monte-Carlo simulations are used in problems that are ana-

lytically unmanageable and experimentation is impractical [87]. The method of simulation uses

statistical modeling of generated random samples to estimate complex systems and relies on the

fact that if a qualitative property has an effect on the system it will create a definite variation

from chance. My rationale to use sentiment conformity as a proxy for hompohily is that users

with comparable inclinations towards the referendum may communicate with similar attitudes.

For example, yes voters may use more positively charged expressions like “vote yes” and other

optimistic phrases which can culminate in an elevated user sentiment scores [5], because “yes”

gives a sentiment increment of +1.

Monte-Carlo testing is required to negate the effect of random variables in testing the prob-

ability of arriving at the obtained results by chance. Unfortunately Monte-Carlo methods are

not standard in R and must be coded by the analyst. The Monte-Carlo method of “psuedo-
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sampling” can be very computationally expensive [88]. To understand the importance of a

result of network analysis attained in previous sections we must undertake a comparison of the

empirically measured network against the randomized networks to attain a Z value which will

tell us the significance of our results using a test statistic [89]. One of the most common issues

in Monte-Carlo simulations is knowing which values to randomize and which to keep constant

before beginning pseudo-sampling. In our case the choice is obvious as we are trying to use

sentiment alignment as a proxy for Homphily, so sentiment randomization is required.

To begin simulating we must have an empirical data set [89], which in our case is the recip-

rocated network topology found earlier. This empirical network’s topology must be kept but

weights are to be removed, we then randomize the link weights of this network, which were

defined as the sentiment scores of tweets, within the reasonable bounds of the original model

and run tests on each randomly weighted network to create a distribution of results which can

be analyzed against our obtained results. In the next section we will begin simulations.

5.2 Testing Pearson Correlation between average user senti-

ment in and out

In this section, I begin testing the empirical network by finding the Pearson’s correlation between

the aggregated in and out sentiment scores. This gives an understanding of the relationship

between emotional language users use in their tweets and what they receive. This seems like a

vital insight into these interpersonal relationships and a step closer to understanding the level

of homophily present. This measure of correlation doesn’t mean a great deal without being

verified to be different from random given the current topology, showing the need for these

randomization simulations.

Figure 5.1: Distribution of Randomized networks Pearson correlations
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Pearson’s correlation coefficient quantifies the strength of linear relation between two vari-

ables [90]. The calculated correlation of 0.804 for the empirical network is a very strong positive

association, indicating that as the average inward sentiment score increases so does the outward

score and vice versa.

Some Monte-Carlo simulations of large networks can have 25,000 randomization trials [88] but

due to my lack of computational power I capped trial number at ≈ 10% of total number of nodes,

2500 trials. This weight randomization was made and for each randomization the Pearson cor-

relation of user sentiment in and out was calculated. This distribution of Pearson correlations

was then collated and presented in figure 5.1, seen to be normally distributed with a mean near

0.1. Monte-Carlo simulations can produce many desirable distributions like this, exponential,

Chi-Squared and many more, it is a useful tool when regression assumptions may be broken

otherwise [88]. The randomized samples show a mostly positive correlation also but this is not

very strong in any cases.

Figure 5.2: Probability Density Monte-Carlo Simulation of Pearson Correlation
yellow line = mean

green lines = ±2.58 standard deviations (99% confidence interval)
red line = correlation of empirical network

Figure 5.2 shows a more detailed look at the randomized sample distribution, giving the point

of its mean at 0.122 and the standard deviation of 0.065 gives us the 99% confidence interval at

±2.58 standard deviations. This slightly positive mean shows a very slight positive association

between the aggregate sentiment in and out of each node in the random network. If network

topology had no effect on the relationship between in and out correlation the distribution would
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be centered around 0, we can see from visual inspection that the correlation distribution doesn’t

seem to be centered at 0, exemplifying the increase in positive association caused by network

topology. Although, the Pearson correlation of 0.804 is much more positive than the center mean

of the null model. It is outside the 99% confidence interval of the randomized distribution, show-

ing the significance of the relationship between the user’s in and out sentiment compared to the

null model.

We have shown a non-trivial association between what users tweet out and what they receive

and in the next section we will explore the the relationship between positive to positive links

and negative to negative links.

5.2.1 Simulation to test the fraction of positive to positive links in the net-

work

In this section I will test the significance of the fraction of positive to positive links present in

the empirical network compared to the null model. A positive to positive link is one which has

a overall positively weighted node on both ends of its link. This can give us an understanding of

the level of homophily present in the network as it is a measure of the proclivity of nodes with

similar sentiment to link to each other.

(a) (b)

Figure 5.3: (a) Bar plot of the fraction of positive to positive links in the null network
(b) Probability density of the fraction of positive to positive links in the null network,

yellow line = mean(null network),
green lines = ± 2.58 standard deviations (99% confidence interval),
red line = fraction of positive to positive links in emipirical network

Figure 5.3(a) shows that the fraction of positive to positive links in the null model follows a

normal distribution, centered at 0.298 with a standard deviation of 0.041. This distribution is

close to a value expected when randomizing with 3 categorical variables positive, neutral and

negative. The fraction for the empirical network is much higher than this at 0.870, outside the

99% confidence interval. This high level of significance shows that the communication between
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positive nodes is significantly different to the null model, demonstrating a non-trivial result for

the presence of homophily in positive users in our network.

In later sections we will delve deeper into the topic of homophily and try to uncover the presence

of community behaviour in the network.
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Chapter 6

Analysis of the existence of

communities

Community formation is of utmost importance because it reveals the internal configuration of

the nodes in real networks [91], they are also believed to play a fundamental function in the op-

erative properties of complex networks [34,35]. For analysts understanding network community

behaviour can give you a powerful visual aid when graphing and often times these communities

can be treated as if they were themselves nodes in a substantially smaller network with their

links re-scaled by inter-community connections for ease of analysis [92]. These techniques can

provide visually optimal network lay outs. The presence of communities is easily understood

and evident in social networks, scholars have noticed their presence for decades [37–39, 93, 94],

and these organizational patterns of humans have been studied in sociology thoroughly [95–97].

Classifying community structures isn’t only important in sociology it has been an important

activity in bibliometrics [98], biochemistry [99] and computer science [100]. In the development

of efficient search engines community detection has been utilized to help users find what they

are looking for and avoid other content on the world wide web information system [101].

We expect the presence of community behaviour in this network but we must do further analysis

to achieve quantitative results using a robust community detection algorithm to confirm these

community interactions.

6.1 The Prevalence of Communities in Social Networks

Community behaviour is a staple of the characteristics of social networks. This can be observed

in our everyday lives as we can see there is a visible interconnectedness between people working

in the same job or with similar hobbies. This clearly evident phenomena has been shown analyt-
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ically, as an example individuals working in a certain company are more likely to interact with

individuals employed by a different company [94]. An easily understood example of community

detection in a social network was shown in the seminal paper by Zachary on the members of

a karate club [39]. The club contained 34 members so it can be very easily understood by in-

spection, links in the network were added if the members had regular interactions outside of the

club. What makes this network so interesting is the definite known community structure caused

by a conflict between the clubs president and a trainer, where half of the members followed

the president and the other half followed the trainer splitting the club in two [36]. Zachary’s

Figure 6.1: Community Structure of Zachary’s karate club [42].

karate club paper was relatively untouched from its inception in 1977 until Girvan and New-

man’s important 2002 paper [34] made use of the naturally formed and obvious community

structure Zachary had uncovered. This hence-fourth became the most common benchmark test

for community detection algorithms and exploded in popularity. This gives an understanding of

what we are trying to achieve in community detection, a deeper understanding of the topology

and qualitative characteristics of the network, which we cannot achieve from inspection of our

network because of its size (3546 nodes, 94039 edges)

6.2 Community detection algorithms

In this section we will gain an understanding of how and why community detection algorithms

work.

6.2.1 Defining Communities

A community is formally known as a locally dense connected subgraph of a network [36]. The

connectedness requirement means all nodes in a community must be possibly reached through a

link from another member of the community and the density requirement defines a community

member should have a higher probability to link to other members of that community than
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to members of other communities. One of the earliest papers written on community structure

defined a community as an accumulation of members who all have mutual links with each

other [37]. This definition is very strict and is no longer being used in research to allow for

more flexibility in community detection, these maximum link density subgraphs are now known

as cliques or complete subgraphs. Although, a rigorous conception of community structure is

still ambiguous, in general, a complex system’s community structure incorporates a collection of

hierarchical and modular components [92]. This lack of an accepted and quantitative universal

definition of community to be implemented into algorithms leads to inherent problems in the

translation of the output if there is no non-topological information provided [102]. Thankfully

in our data set we have copious amounts of non-topological edge and vertex attributes to help

with understanding of our algorithmic outputs, which will effectively provide a ground truth for

comparison (whether members are voting yes or no).

6.2.2 Modularity

Modularity is a measure developed a posteriori which can begin to give us a more quantitative

understanding of how to detect communities and the apparent effect they have on the network

topology in turn making the concept of community detection more clear-cut and useful [99]. The

measure introduced by Newman and Girvan [103] does this through being a quantitative measure

of the community structure appended to the given network, there have been other quantities

proposed for this purpose [35, 102, 104] without the same universal use. The modularity is

inspired by the fact that in a topologically random network the connection pattern of edges is

expected to be uniform, irrespective of the degree distribution. Therefore, random networks

are not predicted to demonstrate systematic density variations which could be construed as

community structures, giving us the ability to define a measure of the deviation from a random

configuration to measure the quality of these partitions against a null model [36]. To define

modularity we must define some parameters of the system first, consider a network which has

already partitioned into nc communities with Lc edges and Nc nodes in the selected community

Cc. If Lc is greater than expected from the degree distribution, then we have evidence to suggest

that the partition Cc could be part of a real community. Therefore, we measure the modularity

using the difference between the network’s real wiring diagram Aij and the expected number of

links between i and j if the network is randomly wired pij , [36]

Mc =
1

2L

∑
(i,j)∈Cc

(Aij − pij), (6.1)

pij is calculated using the degree preserving null model,

pij =
kikj
2L

. (6.2)
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The degree preserving null model is possible because in randomisation of the link layout the

expected degree of each node remains unchanged, allowing for easy calculation of expected

value which is highly correlated with the relative degree of the nodes, following our previous

assertion on the increased likely hood for hubs to attach to each other. We can see that this

measure essentially quantifies the differnce in the number of links inside a community with the

expected value of a graph of the same number of nodes and degree sequence but a random

layout [105]. If the community modularity is positive the Cc has more links than expected by

chance, consequently it provides evidence for the presence of a potential community. If Mc = 0,

the connectivity between the nodes in our partitioned community is fully described by the degree

distribution and is random. If Mc is negative, the nodes of Cc do not follow our definition of a

community. The definition of community modularity can be simplified to,

Mc =
Lc

L
−
(
kc
2L

)2

(6.3)

through analysis of the effect of merging communities, with kc being the total degree of nodes

in the community and L being the total number of links in the network. The total modularity

of the partition is then achieved by summing over all of the community modularities [106],

M =

nc∑
c=1

[
Lc

L
−
(
kc
2L

)2
]
. (6.4)

The modularity of a partition is a value between -1 and 1, in our search for the best community

detection in our network we try to achieve a high modularity, i.e an optimal partition. The main

algorithm we will use for our analysis is a modularity optimization algorithm using this measure

systematically to try and uncover the actual partitions of the data.

6.2.3 Limitations of Modularity

Modularity has its own limitations which has caused scholars to search for other measures of

partition quality [35,102,104], the first of these is resolution limit. The modularity maximisation

of a network forces relatively small communities into larger ones [107] when they meet a certain

criterion. If we suppose A and B are two distinct communities in a given network the modularity

maximisation should allow them to remain distinct, although when,

kAkB
2L

< 1 (6.5)

the modularity change is ∆MAB > 0, if there is one or more links between the two communities

(lAB ≥ 1). In a simple case, if ka ∼ kb = k the modularity will be maximised by merging the

two communities when

k ≤
√

2L. (6.6)
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The premise of this phenomena is that if kA and kB are under the threshold 6.5 or 6.6 the

expected number of links between them is smaller than one. Even one shared link between

A and B will then break this expectation causing merging of possibly distinct communities in

modularity maximisation. Real networks have numerous small communities [108–110], which

are forced into larger communities, creating a misleading characterisation of the community

structure. To avoid the resolution limit large communities can be subdivided after modularity

optimisation [105,111,112].

Finally as we choose modularity as our relevant quality function in community detection of

the reciprocated marriage referendum data set, our problem of community detection becomes

commensurate to modularity optimisation. Unfortunately, modularity optimisation is not com-

putationally cheap as the number of possible partitions in a network increases at least expo-

nentially with the size of the network [105]. We must therefore use a heuristic search method

to reduce the search area while preserving the goal of optimisation. The fastest available pro-

cedures avail of greedy techniques [111, 113] and extremal optimisation [114–116], whose re-

duction in computational cost is made necessary by our large network size. In many cases

the efficacy of these optimised algorithms is verified using the aforementioned Zachary karate

club [99, 111, 114, 117] or against computer generated graphs that have a established accepted

community structure [34, 114]. Although, our case we will attempt to reveal the users political

leaning using an modularity optimisation method.

6.2.4 The Louvain Algorithm

We begin looking at community detection algorithms with the Louvain algorithm, introduced

by Blondel has been shown to outperform all other community detection algorithms before it in

terms of computation time [118]. This efficiency makes it very scalable to large networks, which

is above 2000 nodes as a rule of thumb. Its method consists of 2 steps repeated iteratively, before

the iteration begins the method assigns each node to a different community. The Louvain method

has two distinct steps which involve maximising the modularity change by moving a node into

the optimal neighbouring community and then creating a new network who’s nodes correspond

to each community and their link weights are the sum of the links between communities, this

network is then optimised in the same way as the first step.

Step 1

For each node we measure the gain in modularity from the reallocation of this node i into the

community of one of its neighbours j. This modularity change is defined by [118]:

∆M =

[∑
in +2ki,in

2W
−
(∑

tot +ki
2W

)2
]
−

[∑
i n

2W
−
(∑

t ot

2W

)2

−
(
ki

2W

)2
]
. (6.7)
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We check all neighbouring communities and then move node i into the community which in-

creases the modularity the most. If no positive modularity increase can be found, i stays in its

original community. This process is repeated for all nodes until no further improvements can be

found.

Step 2

In step 2 Louvain’s algorithm a new network is constructed whose nodes are the communities

which have been identified in step 1. The weights between each node in the new graph is the

sum of the weight of the links between the nodes in the corresponding communities. The links

between nodes in communities in the original network are summed to create weighted self loops

of each node.

When step 2 is completed we continue to iterate the procedures until a pass through the proce-

dure causes no changes, i.e., maximum modularity has been attained. On each pass the number

of communities decreases. The computational complexity of the algorithm is at worst O(L),

meaning the number of computations scale linearly with the number of links L in the first

iteration of procedure and then with diminishing number of links on subsequent passes.

6.3 Community Detection

To begin community detection I implement the Louvain method on the reciprocated network

using the igraph package. Resulting in a partition into 13 communities, with a wide spread in

community sizes from 5 members to 844. The partitions overall modularity was 0.257, which is

quite high for a network of this size that we just postulate to have a hierarchical structure. This

is of comparable scale to the Zachary karate club example with a maximal possible modularity

of 0.412, a network with a known and evident partition.

Figure 6.2: Community sizes
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This distribution of sizes show some large communities that are dominating and some very small

communities which contain less than 20 members. Many studies have reported similar results

of small communities coexisting with a few very large ones [102, 108, 111, 113, 119]. Plotting

community detection in a small graph like the Zachary karate club 6.1 shows an obvious structure

that is present. Although our large network of 3546 nodes isn’t as visually fourthcoming with

its qualitative properties.

Figure 6.3: Graph of community structure without edges

Figure 6.3 doesn’t tell us very much about the community structure present, the overlapping

communities makes our representation very messy. To try clarify the properties of this image we

must look at the edge weights of the links, which we have previously referred to as the sentiment

of the tweets. This information did not play a role in the partitioning of the network by the

Louvain algorithm, the purely topological features of an unweighted version of the network

were used. As these communities arise from conversations between users the communities tweet

sentiment can be used to further categorise members.

6.4 Community Grouping using Sentiment

To create a more tangible understanding of our communities, we attempt to group communities

in the partition. Grouping is instigated by sentiment scores, as we have considered sentiment

a proxy for homophily between users, setting a precedent for sentiment to illustrate similarity

between communities [5]. We begin by assigning the edge weights in the network and aggregating

these over the amount of sentiment entering a node in a community and leaving a node in that

community.
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Figure 6.4: Total Sentiment in and out of each community

On it’s own, this measure of sentiment between communities doesn’t tell us much as it is not

scaled with the variation in community size. Although, the smaller communities are expected

to tell us very little because of the noise present in sentiment scores of tweets [120, 121], which

reduces our abilities to produce rigorous statistical analysis of these communities. The random

effects of noise will become less important in large communities.

6.4.1 K-means Clustering

Our grouping method uses the k-means clustering algorithm, which takes our previously calcu-

lated total in and out for each community as one of its inputs. K-means is the most popular and

one of the simplest forms of clustering algorithm, which aims to partition the data into disjoint

subsets known as clusters such that the clustering error criteria is minimised [40]. We must also

provide the number of centroids the algorithm should use, where centroids define the number of

clusters in the data. The number of centroids can be found using the elbow method:

Figure 6.5: Results of elbow method.
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The elbow method takes the sum of squared euclidean distances between the points denoted by

Sentiment in, Sentiment out of each community and the centroid in that cluster. The maximum

possible value is always at K=1, but we want to find when there is a drastic change in slope [122].

A sharp increase in slope will look like an elbow in the graph and in our case this is present at

two, giving an optimal output when there are two centroids.

To begin this algorithm the centroids are placed at random locations and then undertake an

iterative process until convergence or the user set limit of iterations is reached.

Step 1

For each point, xi, i = 1, ..., n, n being the number of communities, we find the nearest centroid,

cj , using the euclidean distance between xi and each cluster center, cj ,

argmin
j
D(xi, cj). (6.8)

The cluster j providing it refers to the minimum distance is then assigned to the point xi,

completing step one.

Step 2

For each cluster, cj , j = 1, ...,K, K being the calculated number of clusters, we calculate the

mean of all points in the given cluster for each dimension and assign this mean to the centroid:

cj(a) =
1

nj

∑
xi→cj

xi(a),

a = 1, ..., d

(6.9)

d in this case refers to the number of dimensions in the system, two in our case. The new

centroid, cj , is now used in the previous step until either the method causes no change in the

cluster layout (convergence) or the maximum designated iterations has been reached.

The computational time to reach convergence is O(#iterations ∗ #clusters ∗ #instances ∗
#dimensions), which in our case reduces to O(2 ∗ 13 ∗ 2 ∗#iterations). This is invariably just

O(n), where n is the number of iterations, meaning this method has an incredibly fast rate

of computation versus other clustering algorithms. However, k-means’ simplicity comes with

its own drawbacks as it suffers from the fact that its performance is dependant on the initial

starting conditions [123]. To attempt to correct this problem, many other procedures have

been developed that employ stochastic global optimisation procedures, unlike k-means’ local

search method. Examples of these methods include simulated annealing and genetic algorithms.

These alternative techniques described have also become the basis for many community detection

algorithms [124–126]. Although these techniques are not widely accepted, k-means with multiple
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restarts for variation in initial conditions is much more widely instituted [127], in our case the

relative simplicity of the 13 node k-means test in two dimensions does not require multiple

restarts.

6.4.2 K-means Results

Applying k-means to our data has partitioned the data into 2 clusters depending on each commu-

nities total sentiment in and total sentiment out. The first partition contains five communities,

with 2634 members and it has an overall more positive sentiment than the second cluster which

contains 8 communities and 929 members. Giving the partition:

Figure 6.6: Results of k-means clustering

The evident split in the graph shows a jump in sentiment between the 2 clusters, with the nega-

tive cluster showing a much smaller variance between in and out values compared to the positive

cluster. Now we try to understand if this clustering shares a relationship with the tweeter’s views

on the referendum.
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Analysing Yes and No Affiliation

To begin analysing the community members political leaning we begin by trying to understand

if the clustering is in any way representative of yes and no supporters. We use two different

methods of testing this hypothesis by calculating the density of keywords and through stratified

random sampling to see if we can identify actual yes and no affiliation with our model.

7.1 Keyword Density

We begin analysis of our partitions by calculating the prevalence of some of the most important

tags used by members of the opposing viewpoints. The polarising effect of this vote causes the

users to use the hashtags “voteyes” and “voteno” which identifies their political leaning in

their tweets. We also expect that campaigning tweets would contain appeals to “vote yes” or

“vote no” depending on their stance. This allows us to identify keywords for each side of the

debate which we can analyse as indicators for each cluster. This method of keyword density

analysis has been used in the visualisation of theme progression in novels [128] and to assess

student learning in school [129]. The main use for this concept is in search engine optimisation,

where it effects a site’s visibility in search engine results pages [130]. We calculate this density

by dividing the frequency of keywords in the cluster by the total number of tweets in the cluster.

The keyword density in 7.1(a) shows a very large disparity between the two cluster. The posi-

tively skewed cluster showed a more than twice as large density of the keywords “voteyes” and

“vote yes”, which gives evidence for the increased likelihood of yes voters in this cluster relative

to the other. Figure 7.1(b) follows the same pattern, with the negative community displaying

much higher rates of the negative keywords “voteno” and “vote no”. The density of “voteno”

is 64 times greater in the negative list than the positive and the “voteyes” density is 2.5 times

42



Contents Twitter Echo Chamber

(a) (b)

Figure 7.1: Keyword densities of both communities with (a) analysing positive keywords and
(b) analysing negative keywords

larger for the positive community. The prevalence of these hashtags is a great indicator for

sentiment to be dependant on political leaning. These findings allow us to denote the positive

community as the yes leaning community and the negative as the no community. We can now

test this allocation further using a more rigorous sampling method.

7.2 Ground Truth Testing

To further study this relationship between sentiment and affiliation, we take a random sample of

358 members of the reciprocated network. These were manually classified as yes or no affiliated

to test our claim that the positively skewed cluster contains yes leaning voters and the nega-

tively skewed cluster contains no voters. This is a sizeable representation (10%) of our data set

so it should achieve a good representation of the overall structure. To classify each user, their

Twitter biography and their catalogue of tweets in our data set were analysed. If an account

had no obvious affiliation discernible from the information we have they are placed in unaligned

and not tested against our partition. In many cases the accounts with no obvious leaning are

impartial journalists or institutional accounts which do not give explicit opinions on the events

leading up to the referendum, instead they become a vector for discourse between the polarised

public. The removal of seemingly unaffiliated members of the network reduced the sample size

to 308 members, 8.7% of the network.

The left-leaning nature of twitter can be seen in our analysis with only 26 out of 308 mem-

bers being designated as no voters. With these classifications we examine if they match the

community cluster layout of the network using a confusion matrix.
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Figure 7.2: Confusion diagram of sampling classifications versus clustering classifications

We can see from the confusion diagram that our clustering configuration leads to a very effective

identification of no voters in the population, with all of the no voters in the sample having been

identified correctly. Although, the sample of yes voters does not have the same level of accuracy

with 63 out of 282, 22% of yes leaning tweeters misclassified. Overall 245 out of our 308 sample

points have been classified correctly, giving an 80% overall classification accuracy, which is

worse than the null-error 91.6%. The null-error is calculated by assigning every variable to the

dominating characteristic, yes alignment. These metrics for testing give too much power to the

dominating yes voters so we calculate a balanced accuracy which can give us a more uniform

understanding of our classification. The balanced accuracy of our classification is:

1

2

(
219

282
+

26

26

)
= 0.89 (7.1)

The balanced accuracy gives a better outlook on our model but it still under performs the

null-error slightly. This is because the no-side is being over represented in our clustering. This

could be due to the method used in k-means clustering, our clustering is based solely on the

sentiment in and out of the communities. This sentiment is not scaled to the relative size of

each community, which would not be an issue if the mean sentiment was zero, but there is a

slight positive skew in the data giving a mean sentiment ≈ 1. This overall positive causes sheer

volumes of people to outweigh the relative sentiment of these communities meaning communities

relative size has a larger impact on their cluster placement than their tweet sentiment in some

cases. To rectify this I propose a re-scaling of the system.

7.3 Re-Scaling

To begin re-scaling I divide each total in and out community sentiment value by their relative

community size to achieve an average per node in the community. These average values are then

used for the k-means process and cluster testing previously implemented.
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Scaled k-means

The first procedure is to ensure there is no change in the required number of clusters from this

scaling of the variables. The elbow point at two is slightly less pronounced after scaling but

Figure 7.3: Elbow method after scaling

the optimal cluster number is still the same as previous iteration. After running the k-means

Figure 7.4: K-means after scaling

algorithm the new positive cluster contains more communities which is more indicative of the

size difference between the yes and no side seen in random sampling. There is still an issue

with smaller communities being dragged into the no group because of their relative inactivity in

comparison with the bigger clusters. The statistical noise of sentiment scores [5] also make it so

these small clusters give us very little information irrespective of their affiliation. Next we will
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see how this scaling affects how well our model mirrors the sampling data.

Keyword Analysis

The new model brings a change in the keyword density, but keeps the overall qualitative structure

of the positive partition having a much higher density of the yes keywords and vice versa. Our

(a) (b)

Figure 7.5: Keyword densities of both communities with (a) analysing positive keywords and
(b) analysing negative keywords

previously seen disparities between keyword density have increased with the positive cluster

“voteyes” density going from 2.5 to 3.5 times larger than the negative cluster and for the

“voteno” density the negative cluster contains 94 times the positive cluster. This increase in

keyword discrepancy shows a more definite difference between these communities which we can

further inspect using random sampling.

Ground Truth Testing

We hope that this increase in variation between clusters in keyword density will also help our

modeling of sample data.

Figure 7.6: Confusion matrix after scaling

From our testing of sample data it can be seen that our new model retained its accuracy in

detecting all of the no leaning members of the sample. There are also improvements in prediction

of positive community members with 35 more tweeters being correctly classified. This improves
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our total accuracy to 91%, and the balanced accuracy to 95%. The new balanced accuracy is an

improvement on the null error and shows our model using Sentiment clustering and community

detection gives an improved model on assuming all members are of the dominant yes side,

showing the efficacy of our model.

7.4 The Echo Chamber

One possible issue with twitter discourse on the overall view of the conversation around same-sex

marriage referendum is the under-representation of the no side in this space. The referendum

received a 40% no vote [5], but our definite alignments in sampling only contained 8.4% no voters

and 91.6% yes. This disparity is caused by the relatively left-leaning populous of twitter and the

low average age, who were much more likely to vote yes. As well as this effect we see ideological

clustering in the data set perpetuated in our community structure and clustering procedure.

This ideological clustering is common on political twitter [131–134], meaning cross ideological

discourse is uncommon. In our network we find 3.9% of tweets are across yes and no ideology,

which further expresses this political homophily and topical polarisation. Although, In Conover

et al. their user-user mention network opposes these findings as it creates a single politically

heterogeneous mention network cluster, which contains ideologically-opposed individuals [132].

The marriage referendum does not directly oppose these findings, as it is an amalgamation of

the two network types used in this paper, the user-user and the retweet network. Our referen-

dum data is dominated by retweets, with only 19% of its edges being user-user messages, the

rest being retweets. The network’s retweet prevalence leads to it following a segregated partisan

structure, with little inter-connectivity between yes and no voters.

This behaviour creates echo chambers for both sides, where opposed ideologies are likely to

further inflate their partisan loyalty [133]. An echo chamber is an environment where users

share a narrative which gets reinforced through repeated interactions with people or informa-

tion of a similar attitude to oneself, which most users have a tendency to favour [135–140].

This can be done through diffusion between like minded peers of bias affirming information in

retweets and limiting exposure to diverse perspectives reinforcing their narrative [141]. Selective

exposure [142] and confirmation bias [143] may begin to explain how these echo chambers have

come about on social media platforms [137, 140, 144, 145]. After the echo chamber’s creation it

can act as a facilitator to reinforce an existing ideology, and as a result, develop the members

thoughts to a more extreme position, known as group polarisation theory [146]. The presence

of these echo chambers in our data has allowed us to use mathematical techniques to get an

understand of political leaning of users in discourse by link weights and sentiment in the network

through their clustering which we would not have been able to otherwise. Drawing parallels to

what has been seen at the poles, where referendums have been seen to exacerbate this idea of “us
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against them”, facilitating polarisation [147, 148]. This polarisation has been seen to allow like

minded individuals to possess the contextual information to translate their values into support

of a particular side [149,150] and join the rally for the cause.
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Conclusion

We have analysed the inner workings of a data set of tweets made in relation to the 2015 Irish

Marriage referendum, to investigate the discourse surrounding the referendum and understand

the dissemination of information. From a total of 408,201 tweets, the data was reduced to 94,039

reciprocated tweets between 3546 unique users, to better understand the interpersonal political

discourse and negate the directed nature of tweets. Using the reduced data I constructed a

directed reciprocated mention network whose link weights correspond to the sentiment of the

tweet between the 2 users. The sentiment was calculated using the manually assigned Afinn

lexicon. The lexicon cannot interpret sarcasm or tone, making the sentiment scores inherently

inconsistent in a vacuum, but aggregated over thousands of tweets the effect of statistical noise

diminishes.

We performed statistical testing to understand how the sentiment of users tweets affected their

rate of interaction. Monte Carlo simulations were used to provide a topologically identical null

model to analyse our system against, giving a significant correlation between the positivity with

which a user tweets and the emotion of the response they receive. Monte Carlo simulations were

implemented to analyse the ratio of links with positive ends between null and empirical system,

showing users who perpetuate positive emotions are more likely to interact with similar people.

We use this sentiment similarity as a proxy for homophily between users in the network and see

that both of these hypothesis are robust to randomization testing.

Using the Louvain algorithm, 13 communities were detected in the network of varying sizes

with a modularity of 0.257. The total in and out sentiment was attached to each community

and k-means clustering used to classify these communities into two partitions. After keyword

analysis to both ideologies was implemented it is evident that the more positive of the groups of

communities can be referred to as the yes cluster and the negative being the no cluster. Manu-
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ally assigned sampling data was used to test the efficacy of these communities and it finds that

the model over reports no affiliation due to the small communities being pulled into the negative

cluster. The k-means algorithm used has no community size scale and labels small communities

as negative because their total sentiment can’t be as large. A scaling of community sentiment

with their relative size before k-means is introduced which leads to a more accurate sampling

test and pronounced polarisation in the keyword analysis.

Our ability to predict ideology through clustering and community detection with a 95% ac-

curacy shows a polarised discourse of homophilic communities, that have a very low level of

links between clusters (3.9%). Polarisation is expected during a referendum, but on social me-

dia it can lead to an echo chamber which can further increase radicalisation and polarisation

for its members. The dominance of retweets in our network may further exacerbate this view of

polarisation, with a reduction to just user-user tweets this ideological intermingling may become

more apparent as it has in other papers [132]. User-user analysis coupled with more qualitative

features of users could give a more robust understanding of these mechanisms in further research

and allow us to draw a better qualitative picture of this referendum, or any twitter discussion

topic.
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[35] Roger Guimera, Marta Sales-Pardo, and Lúıs A Nunes Amaral. Modularity from fluctua-

tions in random graphs and complex networks. Physical Review E, 70(2):025101, 2004.
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